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ABSTRACT

An important task for empathic agents is to provide social
support, that is, to help alleviate emotional distress. In this
paper, we select five types of verbal social support (sympa-
thy, compliment, encouragement, advice, and teaching) and
present our implementation in a prototype dialogue agent.
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1. INTRODUCTION

Social support or comforting refers to communicative at-
tempts to alleviate the emotional distress of another person.
Recent developments in affective computing show that em-
pathic agents are increasingly capable of complex social and
emotional dialogues, but so far they do not have the ability
to comfort users. In our research, we explore how and to
what extent Embodied Conversational Agents (ECAs) can
provide social support.

Recently, we proposed a design for an ECA that tries to
comfort children who are bullied online [5]. Interaction be-
tween the agent and the user takes place in two main stages:
1) Gather information about the current situation, 2) Give
advice on how to deal with the situation. The agent uses
different (verbal and non-verbal) social support strategies.
This paper is focused on the dialogue engine of this agent,
i.e. verbal strategies for social support. The embodiment
and non-verbal behavior of the agent are beyond the scope
of this paper.
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2. SOCIAL SUPPORT

The verbal social support actions presented in this pa-
per are based a typology of social support in online settings
[1]. This typology is relevant for the agent, because online
communication is mostly textual and does not depend on
additional communication channels (such as non-verbal be-
havior and auditory information). The five main support
categories are [1]:

e Information support (messages that convey instruc-
tions),

e Tangible assistance (offers to take concrete, physical
action in support of the recipient),

e Network support (messages that appear to broaden the
recipient’s social network),

e Esteem support (messages that validate the recipient’s
self-concept, importance, competence, and rights as a
person), and

e Emotional support (attempts by the sender to express
empathy, support the emotional expressions of the re-
cipient, or reciprocate emotion)

Each category breaks down into multiple subtypes. Five
subtypes that frequently occurred in counseling conversa-
tions by chat [3] were selected to be implemented; that is
sympathy, compliment, encouragement, advice and teach-
ing. Table 1 lists descriptions and examples of these support

types.

3. THE AGENT

A prototype of the social support dialogue agent was im-
plemented in GOAL, a high level agent programming lan-
guage [4]. The agent’s reasoning engine is modeled accord-
ing to the Belief-Desire-Intention (BDI) paradigm [2]. This
means the agent has beliefs (e.g., about what advice to give
in which situations), goals (e.g., to give social support), and
plans (e.g., to gather information about the upsetting sit-
uation and to give advice after all relevant information is
gathered).

The agent and the user communicate through natural lan-
guage text messages. Given the complexity of interpreting
and generating natural language, in the current system, text
interpretation and generation have not been implemented.



Support type Description Example
Sympathy Express feelings | How awful that
of compassion or | you are being bul-
concern lied!
Encouragement | Provide recipient | I know you can do
with hope and | it!
confidence
Compliment Positive  assess- | Good of you to
ments of the | have told your
recipient and his | parents!
or her abilities
Advice Suggestions  for | Perhaps you
coping with a | should tell your
problem parents.
Teaching Factual or techni- | You can block a
cal information contact by click-
ing the ‘block’
button.

Table 1: The types of social support implemented
in the dialogue agent.

Instead, we use logical representations of the contents of ut-
terances (speech acts), for example an utterance such as I'm
being cyberbullied! is represented by send(agent, inform,
incident (type, cyberbullying)).

The agent’s knowledge is stored in its belief bases. The
agent has beliefs regarding the domain (e.g., what questions
to ask the user and what advice to give in different situa-
tions), social support (e.g., when to give which type of social
support), and conversation management (e.g., how to open
and close conversations). The contents of the speech acts
(and thus of the conversation) are defined by the contents
of the belief base.

In the reasoning engine, beliefs are combined to select
speech acts the agent will utter.

4. SPECIFICATION OF SUPPORT TYPES

To illustrate the implementation of the social support
types, we explain how sympathy was implemented. The
information gathering phase of the conversation consists of
a recurring pattern of the agent asking a question, the user
answering that question, and the agent acknowledging the
answer. An acknowledgement is either neutral (e.g., Okay)
or sympathetic. The agent only expresses sympathy if it
follows from his beliefs sympathy is applicable, otherwise it
plays safe by staying neutral. The following example shows
how sympathetic acknowledgement works:

Agent: Can you tell me what happened?
User: Someone is calling me names on msn

The user’s utterance causes addition of the following in-
cident facts to the agent’s belief base:

incident (type_cb, name_calling).
incident (method_cb, msn).

Based on the following rule in the belief base:

sympathetic_acknowl(type_cb, name_calling) :-
incident (type_cb, name_calling).

the agent responds sympathetically to the user:

Agent: That’s awful! (sympathy)

Absence of the sympathetic_acknowl rule would have re-
sulted in a neutral acknowledgement of the user’s input:

Agent: I see (acknowledgment)

The other support types have been implemented in a simi-
lar manner. Like sympathy, compliment and encouragement
occur in response to the answers the user gives to questions
of the agent. Advice and teaching are uttered pro-actively,
after the agent gathered sufficient information (this depends
on domain knowledge). For advice that requires an expla-
nation, the agent optionally teaches the user how to execute
the advice. After giving advice, the agent waits for confir-
mation from the user. Once the user has confirmed, it moves
on to the next piece of advice, or closes the conversation.

S. CONCLUSION

In this paper, we presented five verbal social support types:
sympathy, compliment, encouragement, advice, and teach-
ing; and implemented them a BDI dialogue agent. Sym-
pathy, compliment and encouragement are always given in
response to user input. Advice and teaching are offered pro-
actively. Whether the agent performs a social support ac-
tion depends on its beliefs, which, in turn, are determined
by domain knowledge.

For future work, we plan to implement more types of sup-
port from Braithwaite’s typology. In particular empathy
is important in supportive communication. To appear em-
pathic, the agent needs the capability to reason about emo-
tions. Therefore, an emotional module will be added to the
agent.
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